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Intro

• So far, we’ve allowed players to choose an action at every
choice node.
• This implies that players know the node they are in and all the

prior choices, including those of other agents.
• We may want to model agents needing to act with partial or no

knowledge of the actions taken by others, or even themselves.

• Imperfect information extensive-form games:
• each player’s choice nodes partitioned into information sets
• agents cannot distinguish between choice nodes in the same

information set.
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Formal definition

.
Definition..

.

An imperfect-information game (in extensive form) is a tuple
(N,A,H,Z, χ, ρ, σ, u, I), where
• (N,A,H,Z, χ, ρ, σ, u) is a perfect-information extensive-form

game, and
• I = (I1, . . . , In), where Ii = (Ii,1, . . . , Ii,ki) is an equivalence

relation on (that is, a partition of) {h ∈ H : ρ(h) = i} with the
property that χ(h) = χ(h′) and ρ(h) = ρ(h′) whenever there
exists a j for which h ∈ Ii,j and h′ ∈ Ii,j .
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5.2 Imperfect-information extensive-form games 119

• (N,A,H,Z, χ, ρ, σ, u) is a perfect-information extensive-form game, and

• I = (I1, . . . , In), whereIi is an equivalence relation on (that is, a partition of)
{h ∈ H : ρ(h) = i} with the property thatχ(h) = χ(h′) wheneverh andh′ are in
the same equivalence classIi.

Note that in order for the choice nodes to be truly indistinguishable, we require that
the set of actions at each choice node in an information set be the same (otherwise, the
player would be able to distinguish the nodes). Thus, ifI ∈ Ii is an equivalence class,
we can unambiguously use the notationχ(I) to denote the set of actions available to
playeri at any node in information setI.
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Figure 5.10 An imperfect-information game.

Consider the imperfect-information extensive-form game shown in Figure 5.10. In
this game, player 1 has two information sets: the set including the top choice node, and
the set including the bottom choice nodes. Note that the two bottom choice nodes in
the second information set have the same set of possible actions. We can regard player
1 as not knowing whether player 2 choseA orB when she makes her choice between
ℓ andr.

5.2.2 Strategies and equilibria

A pure strategy for an agent in an imperfect-information game selects one of the avail-
able actions in each information set of that agent:

Definition 5.2.2 Given an imperfect-information game as above, a pure strategy for
agenti with information setsIi,1, . . . , Ii,k is a vector ofa1, . . . , ak such thataj ∈
χ(Ii,j).

Thus perfect-information games can be thought of as a special case of imperfect-
information games, in which every equivalence class of each partition is a singleton.

Consider again the Prisoner’s Dilemma game, shown as a normal form game in
Figure 3.2. An equivalent imperfect-information game in extensive form is given in
Figure 5.11.

Note that we could have chosen to make player 2 choose first and player 1 choose
second.

Multi Agent Systems, draft of September 19, 2006

• What are the equivalence classes for each player?

• How should we define the pure strategies for each player?
• choice of an action in each equivalence class.

• Formally, the pure strategies of player i consist of the cross
product

∏
Ii,j∈Ii χ(Ii,j).
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Figure 3.2. An equivalent imperfect-information game in extensive form is given in
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• What are the equivalence classes for each player?
• How should we define the pure strategies for each player?

• choice of an action in each equivalence class.
• Formally, the pure strategies of player i consist of the cross

product
∏

Ii,j∈Ii χ(Ii,j).
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• (N,A,H,Z, χ, ρ, σ, u) is a perfect-information extensive-form game, and
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{h ∈ H : ρ(h) = i} with the property thatχ(h) = χ(h′) wheneverh andh′ are in
the same equivalence classIi.
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Consider the imperfect-information extensive-form game shown in Figure 5.10. In
this game, player 1 has two information sets: the set including the top choice node, and
the set including the bottom choice nodes. Note that the two bottom choice nodes in
the second information set have the same set of possible actions. We can regard player
1 as not knowing whether player 2 choseA orB when she makes her choice between
ℓ andr.

5.2.2 Strategies and equilibria

A pure strategy for an agent in an imperfect-information game selects one of the avail-
able actions in each information set of that agent:

Definition 5.2.2 Given an imperfect-information game as above, a pure strategy for
agenti with information setsIi,1, . . . , Ii,k is a vector ofa1, . . . , ak such thataj ∈
χ(Ii,j).

Thus perfect-information games can be thought of as a special case of imperfect-
information games, in which every equivalence class of each partition is a singleton.

Consider again the Prisoner’s Dilemma game, shown as a normal form game in
Figure 3.2. An equivalent imperfect-information game in extensive form is given in
Figure 5.11.

Note that we could have chosen to make player 2 choose first and player 1 choose
second.
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• What are the equivalence classes for each player?
• How should we define the pure strategies for each player?

• choice of an action in each equivalence class.
• Formally, the pure strategies of player i consist of the cross

product
∏

Ii,j∈Ii χ(Ii,j).
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Normal-form games

• We can represent any normal form game.

120 5 Reasoning and Computing with the Extensive Form
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Figure 5.11 The Prisoner’s Dilemma game in extensive form.

Recall that perfect-information games were not expressive enough to capture the
Prisoner’s Dilemma game and many other ones. In contrast, as is obvious from this ex-
ample, any normal-form game can be trivially transformed into an equivalent imperfect-
information game. However, this example is also special in that the Prisoner’s Dilemma
is a game with a dominant strategy solution, and thus in particular a pure-strategy Nash
equilibrium. This is not true in general for imperfect-information games. To be precise
about the equivalence between a normal form game and its extensive-form image we
must consider mixed strategies, and this is where we encounter a new subtlety.

As we did for perfect-information games, we can define the normal form game cor-
responding to any given imperfect-information game; this normal game is again de-
fined by enumerating the pure strategies of each agent. Now, we define the set of
mixed strategies of an imperfect-information game as simply the set of mixed strate-
gies in its image normal form game; in the same way, we can also define the set of
Nash equilibria.4 However, we can also define the set ofbehavioral strategiesin thebehavioral

strategy extensive-form game. These are the strategies in which each agent’s (potentially prob-
abilistic) choice at each node is made independently of his choices at other nodes. The
difference is substantive, and we illustrate it in the special case of perfect-information
games. For example, consider the game of Figure 5.2. A strategy for player 1 that
selectsA with probability .5 andG with probability .3 is a behavioral strategy. In
contrast, the mixed strategy(.6(A,G), .4(B,H)) is not a behavioral strategy for that
player, since the choices made by him at the two nodes are not independent (in fact,
they are perfectly correlated).

In general, the expressive power of behavioral strategies and the expressive power
of mixed strategies are non-comparable; in some games there are outcomes that are
achieved via mixed strategies but not any behavioral strategies, and in some games it is
the other way around.

Consider for example the game in Figure 5.12. In this game, when considering
mixed strategies (but not behavioral strategies), R is a strictly dominant strategy for
agent 1, D is agent 2’s strict best response, and thus (R,D) is the unique Nash equi-

4. Note that we have defined two transformations – one from any normal form game to an imperfect-
informationgame, and one in the other direction. However the first transformation is not one to one, and so
if we transform a normal form game to an extensive-form one and then back to normal form, we will not in
general get back the same game we started out with. However, we will get a game with identical strategy
spaces and equilibria.

c©Shoham and Leyton-Brown, 2006

• It would be the same if we put player 2 at the root node.
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Induced Normal Form

• Same as before: enumerate pure strategies for all agents
• Mixed strategies are just mixtures over the pure strategies.
• Nash equilibria are also preserved.

• We’ve now defined two mappings: NF 7→ IIEF and IIEF 7→ NF.
• what happens if we apply each mapping in turn?
• we might not end up with the same game, but we do get one with

the same strategy spaces and equilibria.
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